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Disclaimer

Certain equipment and software products are identified in this report to ensure completeness and
accuracy in describing the information presented. Such identification, implied or specific, does
not represent a recommendation or endorsement of the companies or the products by the
National Telecommunications and Information Administration or the National Institute of
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EXECUTIVE SUMMARY

Objectives of thisWork

A preliminary objective was to devel op a description and gain an understanding of the
Ultrawideband (UWB) signal structure based on current, and hopefully typical, UWB system
capabilities and applications. This began with a determination, from specifications and/or direct
measurement, of the salient temporal characteristics of UWB signals that included minimal
descriptions of their modulation schemes for data and/or voice and detailed descriptions of their
pulse shape, width, repetition rate, dithering, and gating characteristics. Then, key fundamental
aspects of UWB signal behavior were derived from first principles. This provided a basis for
identifying what to measure and the effects certain temporal characteristics have on the spectral
characteristics.

The primary objective was to observe and record the temporal and spectral characteristics of
various UWB signals using both highly accurate measurement methods and practical approaches
with commercial off-the-shelf (COTYS) test equipment. The measurements are supported by the
theoretical work noted above and confirmed through simulation. Meeting the primary objective
has provided the technical information needed by NTIA to develop policies for use of UWB by
the Federal government and to work with the Federal Communications Commission (FCC) to
develop rules and regulations for UWB emissions. Secondary objectives included the
development and description of reliable and repeatable measurement methods using COT S test
equipment and to measure the effects UWB signals have on several, selected Federal Aviation
Administration (FAA) radar systems.

There are unanswered guestions and claims regarding UWB. Some say that the 2 GHz bandwidth
(nominal, based on a pulse width of 1 ns) isideal in many applications because the already low
total power of aUWB signal is spread so “thinly” that the spectral power density in any
conventional (bandwidth limited) channel isinconsequential. The claim goes further to say that
the signal is similar to Gaussian, or white, noise therefore it is like the background noise any
communications or radar receiver experiences.

UWB Technology and the Radio Spectrum

UWB technology may offer very effective solutions for various communications and sensing
applications; but its uncommon approach of using narrow pulses, or impulses, as abasic signal
structure rather than generating and modulating a sinusoidal carrier results in an unusually wide
emission bandwidth. Since such awide signal covers many radio bands and services, the
conditions under which it can operate without causing undue interference must be determined
before UWB systems are allowed to proliferate.
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The use of acarrier signal by nearly al existing services that share the radio spectrum helps
ensure that the bandwidth of the emissions of those signals can be kept as narrow as possible for
any given application, i.e. the bandwidth required to transmit the information of interest or
perform the necessary sensing functions. This approach allows for effective and efficient
spectrum management and frequency assignment procedures for sharing of the radio spectrum
among diverse applications and users. Can UWB share the radio spectrum with existing users?
What frequency-related limits such as emission bandwidth and lower frequency limit should be
imposed on UWB signals? Should limits be established for time-related characteristics such as
pulse width and pulse repetition rate (PRR)? If UWB systems proliferate, what are the effects of
the aggregate of independent UWB signals?

M easur ements of Ultrawideband Signals

From over twenty UWB devices available to ITS, five were chosen to be fully measured. This
selection represents a sampling of the various UWB signal waveformsin use. This group
included communications and sensing devices that used pul se-position and on/off keying
modul ation methods, some did not incorporate pulse dithering, another used relative dither and
yet another used absol ute-time-base pul se dithering, one had gated pul se groups.

A very fast transient digitizer was used to capture the individual pulsesdirectly in the time
domain (in some cases a sampling oscilloscope was used) at the output of each device (a
“conducted” measurement) and “in space” as measured by a known antenna (a “radiated”
measurement). Figure ES.1 shows examples; (a) isanarrow impulse about 1.5 nsin length from
one of the UWB devices, and (b) isalonger, very complex pulse shape about 15 nsin length
from adifferent device. The former occupies about 3.5 GHz of spectrum and the latter about a
fifth or sixth of that. Although some devices generate an impulse like that shown abovein
ES.1(a), when radiated by an antenna, the impulse may be changed quite dramatically. Figure
ES.1(c) shows what the pulse shown in (a) is like after being radiated by an antenna designed to
radiate UWB signals.

M easurements of the UWB signal power in various bandwidths were made using spectrum
analyzers and it was determined that the measurement of the signal amplitude probability
distribution (APD) is avery informative measurand. It shows, sometimes in a dramatic way, the
general nature of a UWB source, whether it resembles Gaussian noise or very impulsive noise.
Figure ES.2 shows two APD curves on a Rayleigh probability scale. Curve A, actually a straight
line, represents asignal that is Gaussian distributed; while curve B isthe APD for one of the
UWB devices measured. Notice that the signal exceeds about -55 dBm for 1% of the time and
exceeds -80 dBm for about 12% of the time that it is on. Both signals here are noise-like; the
former, a Gaussian distribution, is atruly random signal and the latter is a highly impulsive
signal.
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Companion Report and Other Investigations

The research, observations, measurements, and analyses presented in this report were performed
at the NTIA Institute for Telecommunication Sciences (ITS), an independent laboratory located
in Boulder, Colorado. The National Institute of Standards and Technology (NIST) Radio
Freguency Technology Division, aso located in the same building as ITS in Boulder, performed
some of the measurements reported herein. The NTIA Office of Spectrum Management (OSM)
has used the results of thisinvestigation to examine the options and constraints appropriate for
allowing UWB to share the use the radio spectrum. In their report, a companion to this one,
separation distances are developed for widely accepted receiver protection and interference
criteria. It discusses the operation of UWB under unlicensed and licensed conditions.

A follow-on research effort at I TS has made use of the knowledge of UWB signal characteristics
from this work to develop atest facility to measure the effects of UWB signals on Global
Positioning System (GPS) receivers. The results of this GPS interference investigation will be
published by ITSin areport similar to this one and OSM will use the GPS receiver performance
data to determine the federal government’ s position regarding the potential for UWB to share the
spectrum, in particular, the GPS band at 1.5 GHz.
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THE TEMPORAL AND SPECTRAL CHARACTERISTICSOF ULTRAWIDEBAND
SIGNALS

William A. Kissick, Editor!

Ultrawideband (UWB) technology, useful for both communication and sensing
applications, uses the radio spectrum differently than the vast majority of
radiocommunication technologies. UWB systems make use of narrow pulses and
time-domain signal processing. Questions regarding how these systems, with their
potentially very wide emission bandwidths, might affect the efficient use of the
radio spectrum or cause interference to conventional radio and wireless systems
must be answered before there is any large-scale deployment of UWB systems.
Theinvestigation reported here examined both the temporal and spectral
characteristics of UWB signals, since all radio signals exist in both the time and
frequency domains. The investigation was approached with theoretical analyses,
measurement of actual UWB devices, and computer simulations. The emissions
of several UWB transmitters were measured under controlled, and repeatable,
laboratory conditions. Those measurement methods useful for routine
measurements using commercially-available test equipment were identified. The
characteristics of an aggregate of severa UWB signals were examined. Aninitia
assessment of the effects of UWB signals on several Federal Government systems
was accomplished through field measurements. This report provides abasis for an
assessment of the effects of UWB signals on other communication and radar
systems, the study of the spectrum efficiency of UWB technologies, and the
development of spectrum sharing policies and regulations.

Key words. emissions, aggregate emissions, ultrawideband, UWB, time domain, frequency
domain, radio spectrum, average power, RMS power, peak power, signal strength,
pul se measurements, spectrum measurements.

1. THE RADIO SPECTRUM AND ULTRAWIDEBAND
William A. Kissick*

As the radio spectrum becomes more crowded due to the ever-increasing demand for radio and
wireless communications and for sensing, awide variety of creative approaches have been
proposed for allowing more users to share this limited resource. These innovations include new,
digital technologies that permit the same amount of information (e.g., an audio signal) to fit into
increasingly narrower channels as is occurring in the land mobile radio service; or allow much
more information to be transmitted in existing channels as is occurring with high-definition

The editor, and author of Section 1, iswith the Institute for Telecommunication
Sciences, National Telecommunications and Information Administration, U.S. Department of
Commerce, Boulder, CO 80305.



television. Thisinvestigation is primarily concerned with one such approach called
ultrawideband (UWB) technology and its ability to share the spectrum with existing users. There
are claims that UWB technology, which uses novel signal generating and processing methods,
can use large portions of the already allocated spectrum with minimal or no interference to
existing users due to the very low spectral power density of UWB signals. The assessment of that
claimiscritical to decisions regarding the deployment, and potential ubiquitous use, of UWB
devices for both communications and sensing. The radio spectrum, a nondepleting but limited
natural resource, is used to support all radio and wireless services for both public and private
purposes. Broadcasting, land mobile radio, cellular telephones, radar, satellite communications,
remote sensing, and radio astronomy all depend upon the shared use of the radio spectrum which
has benefitted mankind for the past century. The rules and regulations that enable this sharing are
based on fundamental natural laws (of physics), agreements among proximate users, international
treaties, and domestic public law. Spectrum management and frequency assignment represent the
disciplines and processes used to allocate bands of the spectrum to various radio services and
assign frequencies, each with an associated bandwidth, to individual users. In many cases, users
are expected to ensure that their transmitter’ s emissions do not adversely affect existing users.

This approach is based on the fact that all electromagnetic signals can be both electronically
generated and separated by the frequency of those signals. Essentially, al conventional signals
use asingle-frequency signal —asinusoidal (sine) wave caled a carrier that is modulated with the
information it isto “carry.” Its amplitude, frequency, or phaseisvaried according to the
information (e.g., voice, video, or data) to be carried.

Radio and wireless communications are managed using tools and techniques that describe signals
in the frequency domain; however, it is very important to recognize that every signal exists
simultaneously in both the frequency domain and the time domain. These domains are ssimply
alternative ways of describing and processing electronic and electromagnetic (radio) signals. This
iseasy to visualize. The cycling of asimple sine wave is the time domain perspective and its
existence at asingle frequency is the frequency domain perspective.

Using a carrier allows good control over the bandwidth any signal occupies and has been an
enormously effective approach for dividing the radio spectrum by bands and channels, which has
enabled tractable and effective sharing of the spectrum. It has always been possible, however, to
generate signals without a carrier. In the case of UWB, these signals are simply pul ses of
electromagnetic energy shaped by electronic circuitry and a transmitting antenna. Recent
advances in electronics and microcircuits have alowed the devel opment of communications and
radar systems that use such carrierless pulses. It is afundamental physical law that the narrower
the pulse in the time domain, the wider the emission in the frequency domain.

A classic radar is an example of a device that requires signal processing in both the frequency
domain and the time domain. It has a carrier. Pulses of that carrier are transmitted periodically.
Reflections of that signal from atarget return to the point of origin. The radar receiver uses a
filter in the frequency domain to select only that small portion of the spectrum where the radar
signal exists. Then, the receiver uses time domain processing to determine how long it took the
reflection to return and thus determine the distance to the target.
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1.1 Objectives of thisWork

The primary objective of thisinvestigation was to develop an understanding of UWB signal
characteristics based on several currently available devices. Both temporal and spectral
characteristics of the UWB signals were sought, with the latter being of particular interest. The
nature of the emission spectrum, whether smooth, comprised of lines, or a combination of both,
is needed for interference analyses. How that emission spectrum depends on the temporal
characteristics such as UWB pulse width, type of signal modulation, and the use of dithering may
be needed to develop sharing policies and regulations. Finally, the nature of the aggregate of
many individual UWB signals isimportant in understanding how the radio spectrum might be
affected if and when large numbers of UWB devices are deployed.

Practical and repeatable measurement methods to obtain values for particularly useful UWB
signa parameters with available commercial-off-the-shelf (COTS) test equipment may also be
needed for compliance testing related to regulation. Where possible, these practical methods are
identified and any limitations are described. Highly accurate time domain measurements are used
to ensure that the COT S-based measurement methods are reliable.

Finally, aninitial assessment of the effects of UWB signals on existing systems will indicate if,
and how much, additional work isneeded in thisarea. A limited effort to determine how much
UWB signal power can pass through the front-end (antenna, amplifiers, and filters) of selected
receivers provides a basis for more detailed investigations of the effects on victim system
performance and allows the calculation of desired signal-to-noise and interference-to-noise ratios
for the selected systems.

1.2 Specific Ultrawideband Systems M easured

The actual UWB emitters used in this work were borrowed from a number of sources, including
UWB device manufacturers and owners of systems that contain UWB devices or that use UWB
signalsto perform their functions. These included prototype, experimental, and operational
systems. Since the objectives of this work were to understand and characterize the radiated
signals and not to evaluate the performance of the systems, the sources of UWB equipment are
not identified. Of the dozen or so devices available, five were selected for the measurements
described in subsequent sections of this report, and are labeled with letters, e.g. Device A. For
comparison, the emissions of an electric drill were also characterized. It isidentified smply as
“electric drill.” The devices selected are intended to provide arealistic sample of the various
UWB signal structures being used today.

1.3 Organization of this Report
Thisinvestigation of UWB signal structure involved a number of aspects ranging from

theoretical analyses to measurements, both in the laboratory and field, and computer simulations.
Asis often the case with broad investigations such as this, a number of workers with different
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skillswereinvolved. To give proper credit to the researchersin each area, the author (or authors)
of each major section of the report isidentified at the beginning of each section. The editor was
responsible for assembling the full report.

The first two sections provide orientation and background for the reader. This section contains
some essential background information and the objectives of the work. Section 2 provides the
reader with a brief technical description of UWB technology and some of its salient applications,
this same section also gives a brief history of UWB development and early applications. It also
contains a brief overview of the regulatory issues.

Sections 3 and 4 examine the UWB signal from first principles. Using typical temporal
characteristics of UWB waveforms, the associated spectral characteristics are derived in Section
3. Then in Section 4, the characteristics of agroup of individual UWB signals, called the
aggregate signal, is examined.

Sections 5 through 7 describe a variety of measurements of UWB signals and their effects on
selected receivers. Section 5 describes the procedures and results for fundamental measurements
in the time domain. Where possible, the waveform of individual pulsesis obtained. Section 6
describes procedures for, and results of, making similar measurements using commercially-
available test equipment. This section also describes procedures for, and results of, band limited
spectral measurements. Section 7 describes the effects that were observed in the receivers of
several Federal Government systems. These measurements do not include an assessment of the
overall performance of those systems; only those effects that are observable in the radio-
frequency (RF) or intermediate-frequency (IF) sections of those systems.

Section 8 summarizes the observations made throughout this investigation. These observations
include: the general character of UWB signals (spectra) based on theoretical analyses (Sections 3
and 4); the nature of the actual UWB pulses, both conducted and radiated (Section 5); the nature
of the UWB signal in both the time and frequency domains when received in arange of
bandwidths (Section 6); and the effects on selected receivers (Section 7). Other observations
include which procedures may be best suited for other laboratories that may have only
commercial-off-the-shelf (COTYS) test equipment; and the effects various detectors have on
measurements.

Section 9 contains a comparison of results from measurement, theory, and simulation.

The Appendices to this report contain supporting information and detailed measurement results.
Appendix A isabrief tutorial on the amplitude probability distribution (APD) which was chosen
as a key measurand for this work. Appendix B describes simulations on the UWB signal
temporal and spectral characteristics of a UWB signal when passed through a limited bandwidth
(receiver or test instrument). Appendix C describes how to convert and/or correct certain
measured values. Appendix D contains the measured data for the five UWB devices and an
electric drill. Appendix E contains the measured data for an aggregate of two, independent UWB
signas.
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2.UWB TECHNOLOGY AND REGULATORY ISSUES

William A. Kissick and Robert J. Matheson*

The term “ultrawideband” refers to the spectral characteristics of this technology and originates
in the work that led up to a Department of Defense (DoD) study [1]. Alternative terms for the
same technology include impulse radar, impulse radio, carrierless, carrier-free, time-domain, and
others. The fundamental principle isthat a short (in time) pulse, also called an impulse, is
generated, transmitted, received, and processed. A fundamental principle, true for any radio
signal, is the relationship between pulse duration and the bandwidth occupied by that signal.

According to the theoretical Fourier transform, a pulse of duration T seconds (in the time
domain) has an occupied bandwidth of 2/T Hertz (in the frequency domain). For example, a
pulse on the order of a nanosecond in the time domain occupies about two gigahertz of
bandwidth in the frequency domain. An example of time domain signal processing is pulse-
position modulation (PPM). Consider the transmission of atrain of pulses equally spaced in time.
The receiver processing determines whether each received pulse is located where expected or
arrives early or late. With PPM, a dlightly retarded pulse could represent a“0” and a slightly
advanced pulse could represent a“1” when transmitting digital information.

2.1 History of Ultrawideband Technology

One could say that the first wireless* system demonstrated by Gugliermo Marconi in 1897 [3],
meets the description of UWB radio. Marconi’ s earliest spark-gap transmitters occupied alarge
portion of the spectrum, from very low frequencies up through the high-frequency (HF) band and
beyond. And, these systems used manual time domain processing. Morse code was sent and
received by human operators.

The foundations of modern UWB systems were laid down in work done at the Sperry Research
Center in the 1980's by Ross [4]. The emphasis was on the use of UWB as an analytical tool to
explore the properties of microwave networks and to determine the intrinsic properties of
materials [4,5]. These techniques were then logically extended to support experimental analysis
and synthesis of antenna elements [6,7]. These early successes led to the development of an
indoor system to measure the impul se response properties of targets or obstacles[8]. This

The authors are with the Institute for Telecommunication Sciences, National
Telecommunications and Information Administration, U.S. Department of Commerce, Boulder,
CO 80305.

*The term “radio” did not exist until 1912 [2]. It is a shortened form of “radioconductor”
(acontraction of radiation conductor). “Wireless’ was the common term before 1912.
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approach of using “short-range radar” obviated the need for an expensive anechoic chamber to
study radar targets, since unwanted reflections from walls and ceilings could be removed by
time-gating techniques.

The use of UWB, with its time domain processing techniques, filled an important need in the
early days of computer development. The appearance of high-speed, sub-nanosecond logic
circuitry in the late 1960s and early 1970s made higher speed computation possible. However, it
was necessary to deliver and distribute large amounts of digital data between the computer
central processor and various input and output devices. This problem was solved by using
multiplexing of multiple signals on a single transmission line using time-domain processing
methods described in a patent by Ross, et a. [9]. This patent could be viewed as a key element in
the foundation of UWB communications. It isasmall step from this work to developing wireless
UWB communications. Further developments during the 1970s led to a more thorough
development of principles needed to fully describe and develop the field of time-domain
electromagnetics [10, 11, 12].

In the 1980s and 1990s the principles of time domain electromagnetics were applied to wireless
communications, in particular to short-range communications in dense multipath environments.
Schotz [13] describes this application in detail and explores the advantages and disadvantages.
He showed that alarge number of such systems could operate in the same space and that such
wide bandwidth signals are more immune to the del eterious effects of multipath than are narrow
bandwidth signals. A potentia application for UWB communications is the accommodation of
many users in high-multipath environments, but the challenge is coexistence within the already
highly-populated radio spectrum. The advantages may or may not outweigh the disadvantages,
and other approaches to wireless operation in dense, high-multipath environments may perform
aswell asthe UWB approach.

The other major application area of UWB technology is sensing, with the likely niche being
short-range, high-resolution radar. This area requires much less signal processing and uses much
simpler electronics, but has not received as much attention as the more complex communications
applications. Ground penetrating radar was one of the first applications[14]. In 1974, Morey [15]
patented a radar system that, due to the use of avery wide band of frequencies, was able to
penetrate the ground to distances of one to several meters. This patent was later the basis of a
commercial success.

2.2. Regulatory I ssues
After receiving three requests by UWB devel opers, the Federal Communication Commission

(FCC) issued a Notice of Inquiry (NOI)3, to gather information on the possible uses of UWB
devices. Many comments were received in response to that NOI. The FCC also issued the

30ET Docket 98-153, NOI issued Sept 21, 1998.
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requested three waivers for alimited number of each of the three low power UWB devices after
coordination on the technical limitations required by NTIA to approve the proposals®.
Information gathered by that NOI led the FCC to release a Notice of Proposed Rule Making
(NPRM) in May 2000. The major regulatory issuesin that NPRM are centered on the question of
how much interference UWB systems might cause to existing radio systems.

The FCC and NTIA jointly manage the radio spectrum in the United States. Part 15 of Volume
47 of the Code of Federal Regulations (47 CFR- Part 15) contains the FCC rules for authorizing
non-licensed operation of low power radio devices that typically radiate signals in bands licensed
for other types of devices. The current Part 15 rules define three classes of radiators: Incidental
Radiators (which do not deliberately generate the RF signals they emit and are not regulated; e.g.,
an electric drill), Unintentional Radiators (which need to generate RF signals, but do not intend
to radiate them, e.g., a computer), and Intentional Radiators (which deliberately radiate low-level
radio signals, e.g., agarage door opener). The NPRM proposes that UWB devices be operated
under a new section of the Part 15 rules, with approximately the same numerical limits for new
UWB devices as for the existing intentional radiators.

Major regulatory issues include a determination of what numeric limits should apply to UWB
emissions and what techniques should be used to measure those emissions. The NPRM proposes
numerical limits and measurement techniques identical to those described in current Part 15 rules
for Intentional Radiators, with the addition of a maximum total absolute peak limit or a possible
peak limit measured in a 50-MHz bandwidth.

Important related questions include whether these limits should be lower in specific restricted
frequency bands used by the Federal Government for particularly critical applications, including
the Global Positioning System (GPS). These critical frequency bands have already been
identified in the existing Part 15 rules, and Intentional Radiators are prohibited from deliberately
radiating signalsin any of these identified critical bands. Since UWB systems will typically
radiate energy in frequency bands managed by NTIA, aswell as frequency bands managed by the
FCC, the two agencies must concur on the new rules.

2.3 References
[1] “Assessment of Ultra-Wideband (UWB) Technology,” July 13, 1990. DTIC No.
ADB146160. The Executive Summary of thisreport is published in the IEEE Aerospace and
Electronics Systems Magazine, Nov. 1990. pp 45-49.

[2] W.F. Snyder and C.L. Bragaw, “Achievement in Radio,” NBS Sp. Pub. 555, Oct. 1986.
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3. ANALYTICAL DESCRIPTION OF TIME AND SPECTRAL CHARACTERISTICS
OF ULTRAWIDEBAND SIGNALS

Roger A. Dalke'

3.1 Introduction

A theoretical analysis of UWB signals can provide important insights into how UWB emissions
affect various types of RF communications devices. In addition to allowing for direct calculation
of interference effects, analytical results can be used to aid in the planning, design, and validation
of measurements. This section details the results obtained from an analysis of proposed UWB
pul se position modulation schemes.

The approach used in the analysis and the results are presented in this section. The mathematical
details will be published elsewhere.

3.2 Power Spectrum of UWB Signals

The power spectral density isthe average power in the signal per unit bandwidth and hence
provides important information on the distribution of power over the RF spectrum. The power
spectral density for a UWB pulse position modulation scheme using short duration pul ses
transmitted at some nominal pulse repetition rate (PRR) isgivenin this section. The pulse
position is randomized or dithered with respect to the nominal pulse period. The randomization
scheme analyzed in this section is referred to as fixed time-base dither.

3.2.1 UWB Signals Using Fixed Time-base Dither

In the fixed time-base dither scheme, each pulse occurs at the nominal pulse period, 7', minus a
time increment randomly distributed over afraction of the nominal period as given in Equation
3.1. Thisexpression also includes binary pulse modulation as proposed for communications
applications.

o 1

x(f) = > kgo o, p(t-nT-6) (3.2)

The author is with the Institute for Telecommunication Sciences, National
Telecommunications and Information Administration, U.S. Department of Commerce, Boulder,
CO 80305.
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where p, represents the pulse shape that corresponds to an information bit (e.g., p, represents
thevalue O, p, representsthe value 1). The coefficients e, are related to whether the n
information bit a, hasthe value O or 1 asfollows:

_J1-a, k=0
®n = a, k=1
> (3.2

{0 with prob g,

R prob g, =1-g,

where g, aretheinformation bit probabilities (i.e., g, isthe probability of a bit having the value
0,and g, = 1-g, isthe probability of abit having the value 1). Finaly, the random variables 6,
define the pulse randomization or dithering and are described by a density function ¢(0), where

Or {0<0<0+dB) = ¢(0)d0 . (3.3)

For fixed time-base dither, the random variables 6, and a, are each assumed to be independent
and identically distributed (iid).

It should be noted that the signal given in Equation 3.1 is quite general in terms of the pulse
shape, binary modulation method, and pulse randomization statistics. Hence, the results
presented in this section can be used to predict the power spectral density at various pointsin the
radio link between an interfering UWB transmitter and a victim receiver (e.g., at the output of
the UWB transmitter, the UWB signal radiated from a particular antenna, or in the IF section of a
narrowband RF receiver). When dealing with linear systems, the various pul se shapes are simply
related by convolutions with the appropriate transfer functions.

The power spectral density isthe Fourier transform of the autocorrelation function. The
autocorrelation function is obtained by taking the expected value of the signal at two different
times which is expressed mathematically as

7o (:8)= E{x()x(s)} =

(3.4)
&Sy Y 0, 0, Py(t-nT-0)p(s-mT-0,),
[

nmk



Taking the expectation in Equation 3.4 yields

1 1 n. 2 . 2 idnndT
r(Ls) - —{ g, P () 20y e
T2§|k=20kkT|| T|

s | kéo 8" k(%)) ( ,F;O ngk(%)) O(Z)Q(Dyentn: o)

. (3.5)

1

1 i2Tns n i2mn
e e o) ¢ gp(Dop,(-e)e -
T T ¥=o

1 1
( Yy gkpk(T)® )3 gﬂpﬂ(_r)eﬂnnr/T) ®( q(r)®q(_r)ez2nn1:/T) }
k=0 =0

were the symbol @ is the convolution operator and t = s-¢ isthetime lag. Functions given in
upper case letters (P, Q) arethe Fourier transforms of the pulse and dithering functions.

The statistics for this process are periodic with period T asis evidenced by Equation 3.5. Such
processes are commonly referred to as cyclostationary. Essentially this means that the statistics
depend upon when the process is observed during a period. The victim receiver may observe the
process at an arbitrary time during a period and hence it is useful (and simplifying) to calculate
the average over all possible observation times within a period. Taking the time average over one
period and the Fourier transform of Equation 3.5 yields the average power spectral density of the
fixed time-base dithered UWB signal

R (N)=L+C

1
L= 2 5 8PN 00N, s 8(f-n/T)
T k=0 n (3.6)

1 1
c=%, s &lPAN - s 8PN
k=0 k=0

The power spectral density has both discrete L and continuous C components that depend on the
pul se spectrum and the Fourier transform of the density function used to randomize the signal.
Note that when Q(f) issmall at multiples of the PRR, the discrete components are small and the
spectrum is predominantly continuous. WhenQ( f) approaches one (negligible dithering) and



the bits do not change (e.g., g, = 1), the continuous spectrum disappears, and the line spectrum
dominates. The quantity g,P,(f) + g, P,(f) isthe expected value of the pulses.

If bit values are equiprobable (i.e., g, = 1/2) and the pulse representing a 1 is atime delayed
version of the pulse representing a0 (i.e., p, (¢ + &) = p,(¢t) =p(t)), equation 3.6 reduces to

R (NH=L+C

L= L |P(NON 1+ cos2REf)s 8(F-nIT)
2T " (3.7)

C:

PP 1-1QD P cos@nEn) )

1
T 2

When the information bit time delay £ issmall relative to the to the dithering delay (i.e.,
cos(2mEf)=1 over the range of frequencies for whichQ( /) is significant), the effects of pulse
position modulation on the power spectrum are inconsequential.

The results of an example calculation using Equation 3.7 are shown in the following figures. For
this example, the signal consists of a short-duration pulse (Figure 3.1) transmitted at a10 MHz
PRR. The dithered pulse position is random and uniformly distributed over 50% of the pulse
period. In this calculation, it is assumed that the effects of information bit modulation are
negligible over the frequency range of interest. The power spectral density over a frequency range
of 1-5000 MHz is shown in Figure 3.2. The magnitude of the spectrum is normalized to the peak
of the continuous distribution (at about 250 MHz). The Fourier transform of the density function
for thisexampleis Q(f) = sinc(nf7/2). Thisfunction has nulls at frequencies equal to 2k/T
(k=+1,42,43, ...), hence the interval between discrete spectral linesis 20 MHz as shown in the
figures. For frequencies above 20 MHz, the continuous spectrum is approximately the same as
the pulse spectrum (i.e., P(f)). Figure 3.3 shows the discrete spectrum over a more limited
range (800-1600 MHz) to highlight the individual spectral lines.
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Figure 3.1. Time domain pulse shape.
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Figure 3.2. Power spectral density for afixed time-base dithered 10 MHz
UWB signal. The pulse positions are uniformly distributed over
50% of the pulse repetition period.

3-5



80

60 %  Discrete spectrum

Continuous spectrum

40

X %
20 FEEE K K¢

dB

X X x x
*xxxx*xx%x¥*%x*%*x*x* |
X % % % x

-20

-40

800 1000 1200 1400 1600

Frequency (MHz)

Figure 3.3. Power spectral density showing discrete and continuous spectrum
from 800 to 1600 MHz.

The mean power in the bandwidth of a narrowband victim RF receiver as a function of frequency
can easily be calculated from these results. For example, Figure 3.4 shows the power availableto
areceiver with anominal 10 kHz bandwidth. As shown in the figure, the discrete spectrum is not
afactor for RF frequencies above afew hundred MHz. For narrowband victim receivers where
gains due to the UWB transmitter filters/antenna, propagation channel, and receiver are fairly
constant over the receiver bandwidth, the received interference power can easily be calculated by
applying the appropriate gain factors to the power in the receiver bandwidth at the center
frequency of the receiver.
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Figure 3.4 Power spectral density showing the continuous spectrum in a 10
kHz bandwidth compared to the discrete spectrum.

3.2.2 Power Spectrum for Finite Duration and Repeated Signals

The results based on Equation 3.1 assume that the signal is on continuously. Obvioudly, red
signals are of finite duration. Also, for some proposed systems, the signal is transmitted for a
length of time, say T/, and then repeated. In this section, we extend the results presented above
to finite duration and repeated signals.

To obtain the power spectrum for afinite duration signal, the following window function
_ N T <<t
W= {O else (3.8)
W(f)=2T'sincRnT’f)
ismultiplied byx(¢) (Equation 3.1). The result isthat given in Equation 3.7 convolved with the
spectrum of thewindow, i.e., |W(f )|2®Rxx( /) asmay be expected. As the window duration

increases, the spectrum shape approaches R_(f).

When the series x(¢) iswindowed and repeated, the autocorrelation function is obtained by
taking the expectation of periodic extension of awindowed portion of the series or
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Z{ s w(t-nT")x(t-nT") ; w(s—mT’)x(s—mT’)} (3.9

n=—o m=—co

The resulting spectrum is

1 =k k2, nnkur
T/2%R’“(T/)®|W( T,)| e ; (3.10)

which is now discrete with spectral lines at frequency intervals of 1/7.

3.3 Band Limited Signal Statisticsfor Fixed Time-base Dithered Systems

From the standpoint of avictim receiver, afixed time-base dithered UWB signal is arandom
process. A knowledge of the statistics of such a processisimportant in predicting how
interference affects the performance of avictim receiver. When the UWB PRR is larger than the
receiver bandwidth, it may be expected that the received signal would appear to be
indistinguishable from Gaussian noise. Since receiver performance in a Gaussian noise
environment iswell understood, quantifying conditions for which the received UWB interference
resembles Gaussian noise isimportant in predicting receiver performance and developing
emissions requirements. Also, when the received signal is Gaussian, only one parameter (mean
power) is required to characterize the process. In this section we present the results of an analysis
of the fixed time-base dither scheme that can be used to predict when the received UWB signal is
approximately Gaussian.

For thisanalysis, we seek to determine the probability density function that describes the
statistics of the UWB signal as seen by the victim receiver (e.g., the final IF stage of the
receiver). The following relationship between the density function a (y), its characteristic
function ¢(u), and the pulse randomization density function ¢(0) isused to obtain an
approximate expression for the received signal statistics

P(u) = i wWa(y)dy= Ee™y= e ux®g(0)do . (3.11)

Formally, the desired density function is obtained by inserting the UWB signal x(¢) (Equation 3.1)
into Equation 3.11 and taking the inverse Fourier transform of the characteristic function.



The characteristic function is periodic since the process is cyclostationary as discussed in Section
3.2.1. For purposes of this analysis, the time averaged statistics are obtained by averaging over a
period as with the power spectral density function

T

d(u)= 1 feiup(t-"T-%(e)dei]f . (3.12)
on

After some manipulations, the density function can be expanded into the well known Edgeworth
[1] series. The first four terms of the series are

2

Y Y 10y
@)= <p<°>(x)—3—:<p<3>(x) + 4—f<p<4>(x) + Tl<p<6>(x) , (3.13)
where
0P0x) = %%ﬁ (3.14)
T

The desired density function a(y)isrelated to f(x) by using the transformation

x = (y—-m)/lowhere misthe mean and ¢ isthe standard deviation, hence a(y) = f((y-m)/c)/o.
Thefirst term in the seriesis the standard normal distribution. The following terms are scaled by
coefficients known as the skewness y, and excess vy, [1].

In general, the skewness and excess are rather complicated functionals of the pulse shape p and
the pulse randomization statistics g . In the case of a narrowband receiver with a center frequency
larger than twice the PRR, the expressions are greatly simplified. The following results assume
that the power in the spectral lines (if present) is much smaller than that due to the power in the
receiver bandwidth due to the continuous spectrum. In addition, if the UWB pulse P(f)
spectrum is approximately constant over the bandwidth of the receiver, the variance o2,
skewness, and excess can be expressed in terms of the baseband impul se response of the receiver
filter, h(t), asfollows:
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These results show that the variance is proportional to the receiver bandwidth as expected. The
mean and skewness are negligible due to the oscillatory characteristics of the bandpass filtered
signal. The behavior of the excess as afunction of receiver bandwidth was calculated for a
receiver with araised cosine lowpass characteristic and a UWB signal with a10 MHz PRR. The
signal is dithered uniformly over 50% of the pulse repetition period.

Figure 3.5 shows the excess as a funtion of receiver bandwidth. Note that the distribution is
approximately Gaussian up to about a IMHz bandwidth. The excess then decreasesto a
minimum at about 20 MHz, after which it increases. The normalized distribution for bandwidths
below 1 MHz and at10 and 20 MHz are shown in Figure 3.6.

Excess
N

0
- \\/
- Z Il

10 10 10 10

4 10
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Figure 3.5. The excess as a function of receiver bandwidth.
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Figure 3.6. The distributions for various receiver bandwidths of less than
1 MHz, and bandwidths of 10 and 20 MHz.

The results presented in this section can be used to predict when an interfering fixed time-base
dithered UWB signal is approximately Gaussian in nature, and hence, should be useful in
providing guidance to system designers and regulators. Furthermore, as shown in the previous
example, they can be used to estimate statistics for bandwidths comparable and exceeding the
UWB PRR. In cases where the bandwidth is much larger than the PRR, so that the receiver
actually resolves the individual pulses, the results presented above are no longer valid. In such
cases, amplitude statistics can readily be estimated by calculating the fraction of time that a
particular pulse (as seen by the receiver) amplitude is exceeded during the pul se repetition
period.

3.4 References

[1] Harald Cramer, Mathematical Methods of Statistics, Princeton NJ: Princeton University Press,
1945.
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4. CHARACTERISTICSOF AN AGGREGATE OF ULTRAWIDEBAND SIGNALS

Roger A. Dalke'

4.1 Introduction

The proliferation of UWB devices throughout the United States has been predicted by many
industry sources. Hence, it isimportant that the effects of an aggregate of such devices on RF
spectrum users be well understood by regulators, spectrum users, and UWB system designers.
This section describes models that can be used to predict interference effects of many UWB
devices on traditional narrowband RF receivers.

This model assumes that the victim receiver is narrowband and hence, it is sufficient to evaluate
UWB parameters such as effective isotropically radiated average power (EIRP) and antenna
gains at the center frequency of the receiver. The calculation of the power at the victim receiver
requires an estimation of the basic transmission loss over the propagation path from the
transmitters to the receiver. Single frequency propagation models used in traditional radio link
calculations will be utilized in conjunction with the models described in this section. In the
analysis which follows, it was convenient to use the basic transmission gain (denoted below as
g,) instead of loss. The basic transmission gain and loss are reciprocals and have the same
absolute value but opposite signs when given in decibels.

In the first part of this section, the aggregate effects of afew similar devicesin the immediate
vicinity of avictim receiver are discussed. Thisisfollowed by the development of a statistical
model that can be used to calculate the average received power from many UWB devices
randomly distributed over the surface of the Earth. This model can be used to predict interference
power for both terrestrial and airborne receivers.

4.2 Deter ministic Interference M odel for UWB Devicesin the Vicinity of a Victim Receiver

The mean power in the receiver bandwidth dueto UWB devicesis simply the sum of the power
received from each source or

N
Wr: ¥y thgtngbngrn ° (41)
n=1

The author is with the Institute for Telecommunication Sciences, National
Telecommunications and Information Administration, U.S. Department of Commerce, Boulder,
CO 80305.
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where w, isthereceived power, w, isthe emitted EIRP in the receiver bandwidth, g, isthe
transmitter gain, and g, isthe receiver gain in the direction of the n™ transmitting device. When
the locations of the devices are known and N is small, computing the received power isa
relatively straightforward matter.

More realistically, one may have only arough estimate of the ostensible number of such devices
deployed in a particular geographic area (e.g., an average areal density) surrounding a particular
RF receiver. In such cases, Equation 4.1 is not very useful since the parameters (perhaps the most
important one being g ) are not known. Hence statistical models and estimates are required to
make any progress in predicting the potential for interference. The development of such a model
isgiven in the next section.

Equation 4.1 isvalid for commonly encountered random RF signal s because the variance of the
sum of zero mean random variablesis the sum of the individual variances. When the received
signals are normally distributed, the mean power is all that is needed to describe the statistics of
the resulting interference. |If there are many such devices with the same statistical properties (not
necessarily normally distributed) then the statistics of the sum will approach a normal
distribution [1]. In such cases, the models that predict the mean interference power provide the
only statistic necessary to describe the process.

This leads directly to the question of how many signals must be added before the aggregate signa
realistically appears to be normally distributed. Perhaps some insight can be gained by examining
the results for aband limited fixed time-base dithered UWB signal as described in Section 3.3. In
this example, the signal statistics are approximately normal for bandwidths well below the PRR.
As the bandwidth increases, the absolute value of the excess increases and the statistics are no
longer normal. The excess for an aggregate of such devices can be calculated as described below.

The aggregate excess for the sum of several random variablesis related to the excess of each
random variable y, asfollows

¥ an [P'zn]z
AR (4.2)
Ko

where p, is the second central moment of each variable and , isthe sum of the moments.
Since the’processes are zero mean, the second central moment is just the signal power givenin
Equation 4.1.



The aggregate excess for band limited signals (e.g., as given in Section 3.3) istherefore

2
Y2 [V 8: 8 8 ]
Y= 2 . 4.3
[E thgtngrngbn]

When the individual excesses, EIRP, and gains are the same, Equation 4.3 reduces to the well
known result

Y,

I 4.4
Y27 (4.4)

which indicates that the excess can decrease fairly rapidly as additional devices are added.

4.3 Statistical Aggregate M odel

In this subsection, we develop a statistical model that can be used to estimate received
interference power from many devices randomly distributed over the area surrounding a victim
receiver. It is assumed that the devices are uniformly distributed over the surface of the Earth.
The model requires an estimate of the path gain over the geographical area surrounding the
receiver, the average receiver and transmitter antenna gains, and the average areal density of
transmitters. The areal path gain can be calculated from traditional propagation models such as
the Irregular Terrain Model [2]. A simple methodology that can be used to estimate average
transmitter antennagain is given in this subsection. Example calculations are given using simple
receiving and transmitting antennas.

Let aUWB device with EIRP w, and gain g, be located at a point in space denoted by A.. The
gain due to free space and terrestrial propagation from the point A, to the victim receiver, g, , isa
random variable that depends on location, terrain, climate, and other factors. Assuming areceiver
gain g, thereceived power is

Wr= gr thtgb(A'is (“)i) b (45)

where A, represents the dependence on the spatial location and , are pointsin some
probability space that characterizes, for example, random variations in devices, how, when and
where they are deployed, propagation paths, etc. The average power at the victim receiver due to
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many UWB devicesis obtained by taking the expected value of the sum of the contribution from
each device

w,= &y &, W, 88X, w)
: (4.6)
=& z n(AN)g,w,g,g,(AA, )

where AA isan areaincrement at the point A, and n(AA) is the number of devicesin AA.

In this model, it will be assumed that the devices are randomly distributed in space according to
Poisson Postulates. Essentially this means that the number of devices in non-overlapping regions
of space are independent, the probability structure is both space and time invariant, and the
probability of exactly one device being in asmall increment of space AA is approximately
proportional to the increment

p(AA)= pAA+ o(AL); AA-0 4.7)

where p isthe average density. The probability of more than one device being in asmall interva
is smaller than the order of magnitude of AA(i.e., o(AL)). The average received power isthen

Wr =P g{wtgtgrgb (A'ia (.01)} AL . (48)

)
AL

The expected values of the transmitted power w, and gain g, will depend, for example, on the
range of possible devices and the antenna orientations with respect to the victim receiver. The
mean path gain g, isafunction of the space coordinates. The mean receiver gain g will alsoin
general be afunction of the space coordinates. Assuming a distribution in 2-space corresponding
to the surface of the earth, for small increments, the received power can be calculated via
integration. Using polar coordinates with the victim receiver located at the origin, the average
power (assuming g, and g, areindependent) is

27 e

W,=W,g,p [ g,(§)do fE,,(r)rdr : (4.9)
0 0



In this expression, the basic path gain is the average over all possible radial paths and may be
calculated, for example, by using the Irregular Terrain Model in the area prediction mode. The
integral over ¢ includes the directive gain of atypical receiver. In thismodel, the parameter p is
constant and is equal to the average number of devices per unit area.

4.3.1 Example Calculation Using thelrregular Terrain Model (ITM)

Converting Equation 4.9 to decibels, we have

70 G BT T

2T

I - 1010g10% [ E@)db
! (4.10)

(o)

I, = 10log,,2 T | g, (r)rdr
0

Asis customary, upper case letters are used to denote decibel equivaents. The mean transmitter
power can be estimated from specifications or measurements of typical UWB devices.

A Method for Estimating C_;t

In this model, it is assumed that the transmitting antennas are randomly oriented. The averageis
obtained by assuming a probability distribution for the orientations and applying atypical UWB
transmitter gain function which can be defined in terms of the usual spherical coordinate system
angles 0 and «. In what follows, 0 isthe angle from the pole of the sphere located, for example,
at the top of the transmitter antenna (e.g., the top of avertical dipole) ande is the azimuth.

In the case of avictim receiver near the ground, it is reasonable to assume that the direction of
propagation to the receiver is uniformly distributed over asolid angle Q, defined by a band on
the unit sphere bounded by spherical angles 6, and -0, (0<a<2m). The expected value of
the gain in the direction of the victim receiver in terms of the directive gain function g,= f(Q) is

@«
0

N (4.11)

EU@3= /@
Q



where

2n w2
Q,= 2f [ sin0d0do.= 4ncos6, . (4.12)
0 8
The expected value of g, isthen
2n 76,
EL1(0,0)} = ;f [ [@.0)sin0dBdn . (4.13)
47mcos0, b

As an example, consider a short dipole where £(8, ) = 1.5sin?0. The expected value of the gain
IS

(4.14)

cos’6,
Zig)-15/1-

When the transmitters are oriented so that 6, ~ /2, C_;tz 1.76 dB and when 0, = O,C_;t= 0 dB.
Calculation of Areal Gain I', Using ITM

The ITM in area prediction mode was used to obtain the average path gain Ep relativeto free
space g, as function of distance from the victim receiver. The basic path gain g, = g_fpgfs was
then integrated to obtain I', . Table 4.1 givestypical ITM parameter settings used for examples
given below unless otherwise specified.

Referring to Equation 4.10, the basic path gain isintegrated over theinterval [0,°°]. The usual
free space gain formulaisonly valid in the far field and hasa singularity at #= 0. In the near
field (less than afew wavelengths), power is transferred between the antennas via mutual
coupling. For the purposes of thisanalysis, close proximity free space coupling was
approximated by fitting a function to data obtained from a numerical analysis of the maximum
coupling between two half-wave dipolesin the near field [3]. The resulting function used to
calculate free space gainis



G- 2010g10( _4;?" . 1.64) ,

which closely approximates near-field results and gives the usual far-field behavior when the
antennas are separated by more than afew wavelengths. The numerical results for near-field
coupling and Gfs (maximum coupling less the gain of the half-wave dipoles) as a function of
antenna separation are shown in Figure 4.1.

For large distances, the integration is truncated well into the diffraction region (beyond the
smooth earth radio horizon) where contributions are negligible. Figure 4.2 shows the basic

transmission gain G, and path gain Gp, obtained from ITM for the parameters given in Table
4.1.
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Figure 4.1 Approximation for near field antenna coupling.
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Figure 4.2. Example calculation of basic transmission gain G, using ITM. Gp is

the path gain andes isthe free-space gain. (1000 MHz, AA=90 m,
T,= 2 mR,=3m).

Effectsof Ah and Receiver Height

In area prediction mode, the statistical parameter A/ is used to characterize terrain in the
geographical region of interest. The dependence of the parameter I', on Ak isshown in Figure
4.3. Of noteisthefact that inflat terrain I', is more than 20 dB greater than for hilly terrain
(Ah= 90 m).

In Figure 4.4, the parameter T, is plotted as afunction of receiver height. Basicaly, the path gain
increases with increasing antenna height since terrestrial attenuation is not a factor at increasing
distances from the receiver (as the receiver height increases). With increasing height, the path
gain from the entire region within line-of-sight of the receiver is essentially due to free space

propagation.
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Table 4.1 Parameters for ITM Calculations

ITM Parameter Value

Frequency Various
Receiver Antenna Height 3m
Transmitter Antenna Height 2m

Polarization Vertical

Terrain Irregularity Parameter Ak 90 m,30m,0
Ground Electrical Constants .0055m, €,= 15
Surface Refractivity 301 N-units
Climate Continental Temperate

Siting Criteria Random
Time and Location Variability 50%
Confidence 50%

Estimated Interference Power Levelsfor a Half-wave Dipole Receiver

Referring to Equation 4.9, azimuthal dependence of the receiver gain in the direction of the UWB
transmitters can be explicitly included in the analysis. The quantity I, defined in Equation 4.101is
just the average gain in the azimuthal direction. To give asimple example, ahalf-wave dipole has
aconstant azimuthal gain of 2.15dBi, hence I, = 2.15 dBi.

Assuming that the UWB transmitters are short dipoles and C_;t = 1.76, the power at the receiver per
watt of transmitted power is

W =391+P+T, dBW (4.16)

where P isthe average density in dB per unit area, and I', isarea average of path gain. Caculated
valuesfor variousfrequencies and terrain parameters associated with so called flat (Az = 0), plains
(Ah=30m), and hills (Ah = 90 m) environments are given in Table 4.2 below.
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Table4.2 T', asaFunction of Ak and Frequency (Based on Parameters Given in Table 4.1)

T, dBm?

Frequency (MHz) Ah=0 Ah=30m Ah=90m
100 0.14 -2.51 -11.61
500 -11.46 -18.56 -31.97

1000 -16.84 -27.48 -39.11
1500 -20.03 -32.02 -43.35
2000 -22.32 -34.88 -46.53
2500 -24.10 -36.93 -49.13
3000 -25.56 -38.53 -51.26
3500 -26.81 -39.84 -53.11
4000 -27.89 -40.97 -54.74
4500 -28.83 -41.96 -56.24
5000 -29.69 -42.77 -57.51

4.3.2 Example Calculation Assuming Free Space Propagation to the Radio Horizon

When the victim receiver is located high above the earth, as with an aircraft receiver, the
transmission path to the radio horizon is largely unaffected by the earth (see Figure 4.4). In such
cases, the interfering signal power can be estimated by assuming free space propagation to all
devices located within the radio horizon. It should be noted that the methodology described below
neglects the effects of line-of-sight propagation in the troposphere and that due to diffraction and
tropospheric scatter from beyond the radio horizon. The over-the-horizon diffracted and scattered
signalswill be minimal in most cases of interest.
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The ared gain I, is calculated from
 horiz
A2 rdr

T, - 10log, >~ , — %
b 10 g £ (h-h)*+ 12

(4.17)

where h, isthe height of thereceiver, A, isthe height of the transmitter, and 7, . isthedistance
to the radio horizon which can be calculated using the following approximate expression [2]

Phoriz = | 2P Y, + 2R /Y, = [2a,h, + \[2a,h, . (4.18)
Theearth’seffective curvature vy, isthereciprocal of the earth’ s effectiveradius a, andisnormally
determined from the surface refractivity using the empirical formula[2]
Y,=v,/K
a,= Ka (4.19)

K=1-0.04665¢"""" |

where K istheeffective earth radius factor, N_ isthe surfacerefractivity, N,=179.3 N-units, and
¥, =1/a= 157 x 10'° m'* = 157 N-units’km [2].

Evaluating the integral in Equation 4.17 gives

2 h-h)+r
I - 10log, | ¥ 1og | L )"* Thors . (4.20)
(hr_ht)

When the receiver height is much greater than the transmitter height the result can be reduced to

2Ka

r

Fb=32.52—2010g10fMHz+1010g1010ge(1+ ] dBm* . (4.21)

Assuming a standard four thirds earth (K= 4/3), Figure 4.5 shows the areal gain as afunction of
frequency and receiver antenna height as compared with T', calculated using the ITM up to its
recommended limit of 1 km. Notethat at 1 km, the results are within about 0.5 dB. Using Equation
4.21, Figure 4.6 shows I, for various frequencies as afunction of receiver height up to 10 km.
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5. FULL-BANDWIDTH REFERENCE MEASUREMENTS OF ULTRAWIDEBAND
EMISSIONS

Brent Bedford,* Robert T. Johnk,? and David R. Novotny?

5.1 Introduction

Ultrawideband (UWB) signals, by definition, contain energy over alarger range of the frequency
spectrum than do conventional radio signals which are relatively narrow-banded. The maority of
conventional radio test equipment, however, are designed to measure the signals from the
majority of radio systemsin use, which constitute mostly narrowband and a few wideband
signaling systems. UWB isanew class of signals that places new demands on measurement
equipment.

There exists a need to characterize this new class of signals across their full emission bandwidth.
This section describes measurements that address that need by capturing the pul se shapes and
inner pulse structure from a selection of UWB devices. The UWB signalsin this study are very
narrow pulses of RF energy that are modulated or envel ope-shaped in various ways. This study
provides aview of the UWB pulses that cannot be directly measured with common narrower
bandwidth equipment. From this full-bandwidth view of the pulses, comparisons can be made
with measurement results performed with conventional equipment. The measurement resultsin
this section provide areference to which other measurement results can be compared, to see how
well the reference set of signal parameters can be predicted from measurements using bandwidth-
l[imited equipment.

5.2 Measuring Instruments and Calculation M ethods

The signals emitted from a selection of UWB devices (see section 1.2) were measured by the
National Institute of Standards and Technology (NIST) Radio-Frequency Technology Division to
obtain data that represents the radiated time-domain waveform. The goal of these measurements
was to capture adetailed view of asingle pulse. The pulses were measured in two different
environments. The first environment was called "conducted measurements.” The second
environment was called "radiated measurements."”

The author is with the Institute for Telecommunication Sciences, National
Telecommunications and Information Administration, U.S. Department of Commerce, Boulder,
CO 80305.

The authors are with the Radio-Frequency Technology Division, National Institute for
Standards and Technology, U.S. Department of Commerce, Boulder, CO 80305.
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Two different measuring instruments were used in making the full-bandwidth measurements.
The first instrument was a sampling oscilloscope. This instrument was capable of achieving very
high equivalent sample rates when digitizing the input signal. The instrument used in this study
possessed a bandwidth of 20 GHz with the ability to acquire 4,096 samplesin asingle time-
domain record. Due to the nature of how this instrument performsits sampling, it had two
limitations. The repetition rate of the pulsesto be measured must be constant and the pul se shape
invariant. While some UWB devices satisfy this requirement, there are devices that do not and
were measured by a second measuring instrument.

The second measuring instrument was a single-event transient digitizer. Thisinstrument had the
advantage of placing fewer restrictions on the pulse parameters that it can measure. The digitizer
possessed a bandwidth of 4.5 GHz with amaximum of 1,024 samplesin asingle shot. The
instrument was designed to perform high fidelity measurements on a single pulse.

Two quantities were calculated from each measured waveform. The first quantity was " Total
Peak Power." Given that there are i sample pointsin the time-domain waveform and x isthe ith
sample point, total peak power was calculated using equation 5.1 and was the maximum ith value
of the power vector.

i (5.1)
owey. = — .
P ! 50

The second quantity was "Total Average Power." It was calculated as shown in equation 5.2.

2

X.

Average Power = 1, E [—'] *At (5.2)
pri 7 \ 50

where X istheith time-domain sample
Dtisthe sampleinterval
pri isthe pulse repetition interval

The PRI that was used in the calculation is the shortest time interval between any two pulses.
Effects which could lengthen the PRI such as On-Off-Keying or the quiet time between bursts of
pulses were not considered since measuring these parameters was beyond the scope of this
investigation. Some devices could operate with more than one mode setting. For these devices,
the maximum and minimum PRIs were used in the calculation.
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5.3 Conducted M easur ements

Two different test setups were implemented for the conducted measurements. The first is shown
in Figure 5.1. The RF output of the UWB device-under-test was connected using a coaxial
transmission line to an attenuator. The attenuator was used to prevent overloading and damage to
the measurement instrument from too strong asignal level. The signal was then split into two
equal amplitude levels and fed into atrigger port and asignal port on a sampling oscilloscope.
Several pulses were measured to check for pulse shape variations that might induce measurement
errors. This setup was used to perform conducted measurements on device A, which hasa
constant pulse repetition frequency.

The second test setup is shown in Figure 5.2. The only difference from Figure 5.1 isthe use of a
single-event transient digitizer. This setup was used to perform conducted measurements on
devices B and D due to a non-constant pulse repetition rate in the emissions.

3dB 3dB
Power Splitter Power Splitter
0-18 GHz 0-18 GHz
g;/vi?e Attenuator g;/vi?e Attenuator
Sampling Oscilloscope Single-Event Transient Digitizer
@) A @ @) A @
J'y A J'y A
Trigger Signal r Trigger Signal r
Figure5.1. Device A, conducted measurement Figure 5.2. Device B and D, conducted

test setup. measurement test setup.

The measured time-domain waveform for device A is shown in Figure 5.3. It exhibits alarge
main pulse followed by some damped ringing. The vertical axis represents voltage at the RF
output connector of the UWB device. The corresponding frequency-domain power spectrum,
which was calculated from the time-domain waveform, is shown in Figure 5.4. The vertical axis
represents decibels relative to a milliwatt at the RF output connector of the UWB device. The
caption presents a ) f number which is the frequency spacing between the graphed points.
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The following table summarizes the Total Peak Power and the Total Average Power calculated
for the devices for which conducted measurements were performed.

Table5.1. Total Peak and Total Average Powers from the Conducted Measurements.

Device Letter Total Peak Power (dBm) [ Total Average Power (dBm)
A 23.1 -27.8
B 32.0 -4.5
D 174 -16.0

The-10 and -20 dB bandwidths were extracted from the frequency-domain power spectrum
graphs. These bandwidths, from the conducted measurements, are summarized below.

Table 5.2. Emission Bandwidth from the Conducted M easurements.

Device Letter -10 dB Bandwidth (MHz) -20 dB Bandwidth (MHz)
A 616.6 799.9
B 479.9 539.9
D 1349 2597

Appendix D contains the complete set of conducted measurement graphs for devices A, B, and

D.

5.4 Radiated M easur ements

Four different test setups were implemented for the radiated measurements. All of the test setups
were performed in the NIST anechoic chamber. The first test setup is shown in Figure 5.5. The
UWB device-under-test radiates using its manufacturer supplied antenna into the chamber. A
ridged horn antenna was used in this configuration. The measurement frequency range using this
antennawas 1 GHz to 4 GHz. Two stages of amplification were needed in this configuration to
provide enough signal to drive the measuring instrument. A calibration was performed on the
amplifiersto provide a frequency response correction. The signal was then split into two equal

amplitude levels and fed into atrigger port and a signal port on asingle-event transient digitizer.
This setup was used to perform radiated measurements on device C. Figure 5.6 shows the second
test setup that was used. The only difference from the previous test setup is a single stage of
amplification since this UWB device produced a stronger signal. This setup was used to perform
radiated measurements on device D. Figure 5.7 shows the third setup. The only difference from
the previous test setup isthe use of a different receiving antenna. The receiving antennawas a
NIST 30 cm TEM horn, which produces minimal waveform distortion. The measurement
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frequency range using this antenna was 200 MHz to 4000 MHz. This setup was used to perform
radiated measurements on device E (1500 MHz and 900 MHz modes). Figure 5.8 shows the
fourth test setup. The only difference from the previous test setup is the addition of an attenuator
to trim the measurement system gain down to an optimum level for the measurement. The NIST
30 cm TEM horn was used in this measurement as the receiving antenna. This setup was used to
perform radiated measurements on device E (300 MHz mode) and B.

UWB Ridged Horn UWB Ridged Horn
Device Device

3 dB Power Splitter 3 dB Power Splitter
0-18 GHz 0-18 GHz
2-Stage e
Amplifier Amplifier
Single-Event Transient Digitizer Single-Event Transient Digitizer

Trigger Signal v Trigger Signal E
Figure 5.5. Device C, radiated measurement Figure 5.6. Device D, radiated
test setup. measurement test setup.
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uwB uwB

Device Device
3 dB Power Splitter 3 dB Power Splitter
0-18 GHz 0-18 GHz
Amplifier Amplifier
Single-Event Transient Digitizer Single-Event Transient Digitizer

Trigger Signal v Trigger Signal E
Figure5.7. Device E (1500 MHz and 900 Figure 5.8. Device E (300 MHz) and B,
MHz), radiated measurement radiated measurement test
test setup. setup.

The measured time-domain waveform for device C is shown in Figure 5.9. The vertical axis
represents voltage at the receiving antenna terminals. The separation distance between the
receiving antenna and the transmitting antenna was one meter. The corresponding frequency-
domain spectrum is shown in Figure 5.10. The vertical axis representsfield strength (decibels
relative to amicrovolt per meter), calculated from the time-domain waveform, at the receiving
antenna's location. The caption presents a ) f number, which is the frequency spacing between
the graphed points.
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Figure 5.9. Device C, radiated time-domain waveform.
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Figure 5.10. Device C, radiated peak field strength at 1 m, ) f = 20 MHz.

The following table summarizes the Total Peak Power and the Total Average Power calculated
for the devices for which radiated measurements were performed.
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Table 5.3. Total Peak and Total Average Powers from the Radiated M easurements.

Device Letter Total Peak Power (dBm) [ Total Average Power (dBm)
B (maximum PRI) -3.2 -39.8
B (minimum PRI) -3.2 -33.7
C -21.1 -48.6
D (maximum PRI) -20.5 -51.8
D (minimum PRI) -20.5 -41.8
E (1500 MHz) 7.9 -55.6
E (900 MHz) -3.7 PRI unknown
E (300 MHz) 125 PRI unknown

The-10 and -20 dB bandwidths were extracted from the frequency-domain radiated spectrum
graphs. Some of the devices had combinations of center frequency and bandwidth such that the
portion of the spectrum of interest exceeded the valid frequency range of the radiated
measurements. The bandwidth could not be determined so these cases are marked with "NA".
The bandwidths, from the radiated measurements, are summarized below.

Table 5.4. Emission Bandwidths from the Radiated M easurements .

Device Letter -10 dB Bandwidth (MHz) -20 dB Bandwidth (MHz)
B 319.9 539.9
C 659.8 1080
D NA NA

E (1500 MH2z) 2799 NA

E (900 MHz) 1650 NA

E (300 MHz) NA NA

Appendix D contains the complete set of radiated measurement graphs for devices B, C, D, and
E. It isinteresting to compare the conducted and radiated results for devices B and D. For both
devices, the radiated and conducted waveforms are significantly different. While device B's
conducted and radiated spectrums look similar, device D's conducted and radiated spectrums are
significantly different over the 1 GHz to 2 GHz regions.
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6. BANDWIDTH LIMITED MEASUREMENTS OF ULTRAWIDEBAND DEVICE
EMISSIONS

Frank Sanderst

6.1 Introduction

In many cases, the characteristics of UWB signals must be measured using equipment that is
bandwidth limited. |.e., the measurement bandwidth is less than the UWB emission bandwidth.
Bandwidth limited measurements are necessary for at least three reasons:

* Coupling between UWB emissions and various types of radio receiver equipment
will generally be bandwidth limited (by either the receiver RF front-end or the
receiver |F section). Bandwidth limited measurements closely match the case of
bandwidth limited coupling into receivers.

* Regulatory standards may be specified in particular bandwidths. Compliance
measurements must be performed in (or extrapolated to) the required
bandwidths.

* Adequate full-bandwidth measurement systems are not likely to be available to all
measurement facilities. Even if such equipment is available, the outputs
generated may not be satisfactory for al measurement purposes.

In this section, measurement techniques are described that may be generally applied with
commercial, off-the-shelf (COTS) equipment.? COTS-compatible methods are included for
measuring the following UWB emission parameters:

* emission spectra as a function of IF measurement bandwidth,

* pulse width estimation,

* pulse shape as a function of |F measurement bandwidth,

* pulse repetition rates, sequences, and gating,

» amplitude probability distributions as a function of IF measurement bandwidth,

* peak power,

* average power.

The author is with the Ingtitute for Telecommunication Sciences, National
Telecommunications and Information Administration, U.S. Department of Commerce, Boulder,
CO 80305.

2COTS equipment is defined as measurement devices that are commercially available.
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This section provides guidance for other laboratories in the implementation of UWB emission
measurement techniques. Each technique is described both generically and as performed
specifically at ITS using COTS equipment.® Based upon experience gained at the I TS laboratory,
the technical strengths and weaknesses of each approach are described. Particular problems that
other laboratories may encounter with these techniques are noted, along with any practicable
solutions developed by ITS measurement personnel.

6.2 Bandwidth Limited Measurement Theory

A measurement result is the convolution of an input signal with the impul se response of the
measurement device in the appropriate domain (e.g., time or frequency). The convolution width
of a measurement device' simpulse response may be wider than, equal to, or narrower than the
input signal function. For UWB device emissions, the measurement convolution width is
generally narrower than the device emission.* However, there may exist within the UWB emission
some features that are individually narrower than the measurement convolution. These and other
characteristics of UWB emissions must be taken into account in emission measurements, as
described below.

6.2.1 Bandwidth Limited Time Domain M easurement Theory®

The convolution bandwidth of atime domain measurement may be limited by either the RF
front-end or the time domain digitizer. If the RF front-end is an instrument such as a spectrum
analyzer, then it will be the limiting factor. If the front-end is a wideband detector diode
(typicaly adiscrete component with 18 GHz bandwidth), then the digitizer will limit. In either
case, the measurement system response will show time domain features that are limited by the
fastest response of the slowest component. That is, a 500-MHz single-shot digitizer (with a
wideband detector) will produce pulse widths that are no shorter than 2 ns. Given the emission
characteristics of UWB devices examined in this study, this may be inadequate for accurate

3Unless otherwise noted, all measurement techniques described in this section have been
implemented by ITS and have been used to generate the data that appear in Section 8 and
Appendix D.

*Emission width may be defined at the 3 dB, 6 dB, 10 dB, 20 dB points, etc., in the
appropriate domain.

*This discussion of time domain measurements assumes that the UWB RF emission is
rectified by adiode or equivalent detector, either as a discrete component or as part of a system
such as a spectrum analyzer. For other types of time domain measurements, including those that
preserve phase information, see Section 5 of this report.
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measurements of UWB pulse widths. But it will probably be more than adequate for
measurements of pulse repetition rate, pulse sequences, and gating behavior. It will also be
adequate for measurements of pulse-to-pulse dither intervals.

It is possible to utilize a wideband time domain measurement system to digitize a pulse
(preserving the phase information) and then transform the waveform into a wideband spectrum,
using the Fourier transform, as described in Section 5. Such a spectrum may in turn be convolved
with narrower |F bandwidths to replicate the spectrum envelope that would be measured in any
arbitrarily chosen receiver IF. While this approach may be feasible for some UWB systems, pulse
to pulse waveform variation may require repetitive sampling measurements to form a spectrum,
and dithering may make repetitive sampling difficult or impossible. Dynamic range may aso be
limited for some pulse measurements.

6.2.2 Bandwidth Limited Frequency Domain Measurement Theory

The convolution of afrequency domain measurement may be limited by either the RF front-end or
the IF bandwidth of the measurement device, assumed to be a spectrum anayzer. The IF
bandwidth is normally the limiting factor.® For this discussion, the spectrum analyzer convolution
function is assumed to be essentially the IF filter shape.

If the IF bandwidth curve is substantially narrower than the spectrum being measured, then the
convolution of the two functionsis nearly identical to the input spectrum function. In this case,
the spectrum measurement is nearly identical to the spectrum function that was applied to the
analyzer input.

The features visible in the measured spectrum will only be resolvable down to the IF filter width.
Features narrower than the filter will convolve to yield merely the IF filter shape. To further
resolve those features, narrower IF filtering must be used.

While narrower IF filtering provides better resolution on spectrum features, two drawbacks
result. The first istrue for al spectrum measurements, while the second will occur in particular
cases. The first problem is that the measurement takes proportionally longer to complete as the |F
isnarrowed. A trade-off results between measurement time and amount of detail in the resulting
spectrum measurement. Measurement efforts must balance these factors. In practice, the width of
the IF filtering will often be determined by the need to resolve the spectrum with the same
bandwidth as a particular type of potential victim receiver. For example, a 30 kHz bandwidth

®In exceptional cases, the RF front-end is narrower than the | F section; those analyzers can
usually be retrofitted with wider bandwidth (essentially wide-open) front-ends. The result is that
the spectrum analyzer bandwidth is still ultimately limited by the IF section.
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may be selected in the spectrum analyzer to match as nearly as possible the 25 kHz bandwidth of
some types of land mobile radio receivers.

The second problem is that the signal-to-noise ratio (SNR) of the measured signal can decreasein
narrower |F bandwidths. Thiswill occur if the noise power in the measurement system decreases

more slowly in the |F bandwidth than the power coupled from the spectrum being measured. The
result is decreased dynamic range in the measurement. For example, in a narrow |F bandwidth the
spectrum might only be measured 20 dB down from the highest point, as compared to perhaps 35
dB down in awider bandwidth.

To determine when dynamic range will decrease with narrow |F bandwidth, consider first the
manner in which measurement system inherent thermal noise varies as a function of IF bandwidth.
The noise power present is directly proportional to the IF bandwidth. Measured in decibels, the
inherent noise power therefore varies as 10 log (IF bandwidth).

Likewise, if the measured spectrum is noise, or approximates noise characteristics, then the
spectrum power convolved in the IF varies as 10log,, (IF bandwidth). In this case, the SNR of the
spectrum is constant with IF bandwidth, and the dynamic range of the measurement is unaffected
by the choice of IF bandwidth. A drawback to a narrower IF bandwidth is the longer time
required to complete the measurement.

If the measured spectrum is not noise-like, the convolved measured power may change at arate
that is faster than 10log,, (IF bandwidth). This case occurs for spectra generated by pulsed
transmitters. Consider the case in which pulse width ist, pulse repetition interval is T, and
normalized voltage measured in a spectrum anayzer peak detector at the fundamental frequency
iSA. For such transmitters, the spectrum that contains most of the transmitted power consists of
lines spaced (1/T) apart. The line power envelopeis classically sinc?, with the first two nulls
occurring at +(1/t) relative to the fundamental frequency and subsequent nulls occurring at
intervals of (1/t).”

The power measured in aline at the fundamental frequency is
pline =4 2 (61)
and the line power in decibelsis

P

line

= 10log,,(42) . (6.2)

"The sinc? spectrum is only dominant through the first few lobes; more extended portions
of the spectrum are dominated by transient effects in the rising and falling edges of the pul ses.
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The average power is

- 43 L 6.3
or, in decibels
P, = |10log, (47 - 1010g10( %” = [Phne ~ 10log, (duty cycle)] , (6.4)

where duty cycle = (t/T)

For pulsed emissions, peak power isthe rate at which energy is transmitted during each pulse.
Thisis therefore alinear function of the ratio of the pulse width to the pulse repetition interval.
Therefore, the peak power isrelated to the average power and the line power by the following
relationship:

P = [PM - 10log, (duty cycle)] = [lee - 20log, (duty cycle)] . (6.5

peak
For n lines convolved within a measurement bandwidth, the measured peak power varies with n as

P

ek 1010g10(n-A)2 = 20log,,(n) + P,

ine (66)
Since the number of lines within the convolution bandwidth is proportional to the bandwidth, the
peak power varies as 20l0g,, of the measurement bandwidth for line spectra. Figures 6.1 and 6.2
illustrate the behavior of aline spectrum convolved with bandwidths that range from significantly
less than the line spacing to significantly wider than the pulse width. For typical analogous UWB
device emissions, note that the width of the central lobe corresponding to that in Figure 6.2 will
be on the order of a gigahertz or more.
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Figure 6.1. Detailed line spectrum measurement for a fixed-pul se-repetition rate
transmitter. Pulse width is 1 ps and pulse repetition rate is 10 kHz (pulse
repetition interval is 100 ps). Duty cycle is 10log(1/100) = -20 dB. Peak
power from the transmitter is-20 dBm and RM S average power is -40 dBm.
Measured line power is-60 dBm. Multiplying the power per line by the
number of linesin the central lobe of the spectrum at the 3-dB points gives [(-
60 dBm + 20 dB) = -40 dBm] for the computed average power, in agreement
with the known average power. Note 20log(bandwidth) progression for
measured power when convolution bandwidth exceeds the line spacing.
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Figure 6.2. The spectrum of Fig. 6.1 is shown for wider measurement bandwidths.
20log(bandwidth) progression holds up to bandwidth of (1/pulse width)=
1 MHz. When bandwidth exceeds (1/pulse width), only a small additional
percentage of power is convolved.

As long as measurement bandwidths are narrower than the convolved spectrum features, the
measured emission envelopes of all peak-detected emission spectrawill vary as afunction of
measurement bandwidth at a rate between 10log,,(bandwidth), as for noise, and 20log,,
(bandwidth), as for pulsed signals. Other signal modulations may produce rates intermediate
between 10log,, and 20log,,. UWB device emission levels may vary with bandwidth at such
intermediate rates.

Measurements of UWB emissions will show the functional bandwidth dependence empirically. If
the dependence is 10log,, (the same as thermal noise in the measurement system), then the SNR
and dynamic range of the measurement will be constant as a function of measurement
bandwidth. If the UWB emission dependence is between 10log,, and 20l og,, of measurement
bandwidth, then SNR and dynamic range of a UWB spectrum will increase with increasing
measurement bandwidth, until the measurement bandwidth equals the emission bandwidth of the
UWB emitter. If measurement bandwidth exceeds the UWB emission bandwidth, the SNR and



dynamic range will decrease, as the convolved power in the UWB spectrum will remain constant
but the thermal noise convolved by the measurement system will increase at a 10log,, rate.®
6.3 Measurement Approaches

The application of hardware and software to the task of characterizing UWB emissionsis
described below. Unless otherwise noted, the descriptions are taken directly from operational
measurements performed on UWB devices at the I TS laboratory.®
6.3.1 COTS Hardwar e Requirements
The following types of equipment are generally required for UWB measurements:*°

* spectrum analyzer with general purpose interface bus (GPIB) capability,

» digital oscilloscope with GPIB capahility,

 RF front-end hardware such as low noise amplifiers, bandpass filters, and

attenuators, packaged eit